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ABSTRACT 
Automatic extraction of grammatical knowledge from corpora has been one 
of the ultimate goals and challenges of corpus linguistics. We present in this 
paper 1 one of the approaches to this challenge in Chinese corpus linguistics 
by introducing our recent work using the Sketch Engine (SkE, also known as 
Word Sketch Engine)2 platform to automatically extract grammatical 
relations from PoS-annotated Chinese corpora. The SkE approach requires 
both giga-word size corpora and comprehensive lexico-grammatical 
information of the language in question. On the one hand, corpus size is 
crucial as the automatic extraction of grammatical relations requires enough 
instances of the relation pairs, which in turn require an exponential jump 
from the million-word size corpus for observation of single lexical items. On 
the other hand, lexico-grammatical information is crucial to the identification 
of potential relational pairs based on local context. The quality of such 
extraction is dependent on the quality of available lexico-grammatical 
knowledge. We show that a comprehensive lexical grammar, based on 
Information-based Case Grammar (Chen & Huang 1990) and covering over 
40 thousand verbs greatly help the accuracy and recall of grammatical 
relation detection. The paper concludes by underlining the importance of 
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integrating existing grammatical information to meet the challenge of 
automatic extraction of grammatical knowledge from large corpora. 
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1.  BACKGROUND 
 The original goal of corpus-based studies was to provide ‘a body of 
evidence’ for linguistic studies (Kucera & Francis 1967). By this design, 
corpus linguistics studies involve observation of both the linguistic data 
contained in the corpus as well as statistics based on word and 
part-of-speech distributions. Generalizations are then made based on these 
observations, in the tradition of ‘computer-aided armchair linguistics’ as 
described by Fillmore (1992). More recently, automatic acquisition of 
grammatical information has become one of the most important research 
topics in corpus linguistics, with improvements in electronic data 
acquisition and preparation, as well as advances in language technology. 
This research enables corpus linguistics to have more synergy with its 
neighboring disciplines, such as computational linguistics, computational 
lexicography, as well as theoretical linguistics. Previous works that made 
significant contribution to the study of automatic extraction of 
grammatical relation include Sinclair’s (1987) work on KWIC, Church 
and Hanks’ (1989) introduction of Mutual Information, and Lin’s (1998) 
introduction of relevance measurement. 
 In Chinese corpus linguistics, Sinica Corpus is the first sharable 
modern day corpus for Mandarin Chinese (Huang & Chen 1992); even 
though computational studies of Chinese can be traced back to 1960’s (e.g. 
Dougherty 1969 and Wang 1970). While Sinica Corpus immediately 
generated some research in ‘computer-aided armchair linguistics’, e.g. 
Huang (1994); it also supported research on automatic extraction of 
grammatical information from very early on. Two examples are 
Redington et al.’s (1995) work on automatic acquisition of 
parts-of-speech, and Huang et al.’s (1998) study of extraction of semantic 
classes based on classifier collocation.  
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